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1. INTRODUCTION 

 
WP4 addresses the development of a 3D ranging camera prototype characterized by high 
spatial resolution, high fill factor (which means higher sensitivity) and low-cost. In particular, a 
ranging camera integrating optical CMOS and laser radar technologies for short range ADAS 
requirements (high-speed object recognition and distance measurement, e.g. for Pre-crash) is 
being developed.  
 
Details on the design and functionality of the building blocks of the system can be found in the 
previous deliverables [1, 2, 3, 4, 5, 6]. This document describes the evaluation of the complete 
designed camera demonstrator A number of errors in the system were discovered which 
prevented an evaluation of the chip within the time frame. As described in detail in chapter 2, for 
some of these errors a temporary solution was quickly found. However, a major error in the 
interconnection between the two boards required a longer time frame to be fixed. Once this error 
was fixed the evaluation is continuing, but the chip is not yet functional at the time of finishing 
this report. 
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2. EVALUATION OF THE ADOSE 3DCAM DEMONSTRATOR 

Figure 1 shows two photographs of the ADOSE 3DCAM sensor board with all components 
mounted. 

  

(a) (b) 
Figure 1: ADOSE 3DCAM sensor board mounted 

Figure 2 shows the sensor module mounted on the main system board (described in [3]). 

 

Figure 2: The ADOSE 3DCAM sensor board mounted on the 3DCAM system board. 

A number of errors were found which have prevented from evaluating the chips: some of these 
errors require small changes and were fixed, but at least one of them requires more extensive 
work. They are all described in this chapter in order of severity from lowest to highest. 

2.1 Problems with the on-board clock generation 

When verifying the functionality of the system board, it was observed that the clock signals going 
to the chip and the ADC did not have a stable period. The output of the main clock source in the 
board shows already this problem. Analyzing the spectrum of this signal one can see that it 
varies from its designed value of 30 MHz up to 36 MHz. This can be seen clearly in Figure 3. 
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Figure 3: Spectrum of the clock signal used for the FPGA operation. 

Figure 4 shows the basic connection diagram of the chip used as clock source [3, 7].  

 

Figure 4: Basic connection diagram of the LTC6905 [6]. 

The clock frequency is selected by choosing a certain value for the RSET resistor according to the 
following formula: 
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Looking at the V+ and SET voltages, it was obvious that there is a perturbation super imposed 
on the V+ and SET voltages. This can be clearly seen in the oscilloscope, as shown in Figure 5. 
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(a) (b) 
Figure 5: Voltages on the LTC6905: (a) V+ terminal, (b) SET terminal 

Looking at the power supply concept of the board, it became apparent that the supply 
connection for the clock source should have been done to the “clean” analog supply also used 
for the analog-to-digital converter [3]. Instead, it was connected to one of the FPGA supply 
voltages. This is very obviously seen in Figure 6, which shows the supply voltage to which the 
clock generator is connected (Figure 6(a)) side to side with the clean analog supply (Figure 
6(a)). 

  

(a) (b) 
Figure 6: Supply voltages on the system board: (a) VCCOFPGA, (b) V3V3ANALOG 

Although some of the FPGA functionality seems to be correct even under these circumstances, 
such a clock signal would decrease very importantly the operation of the camera, as it needs a 
clean clock source with a fixed period in order to perform the distance estimation correctly [3]. 
 
This problem can be easily fixed for the prototype measurements. Although a possibility of an 
external clock source was not foreseen in the original design, this can be accomplished by a 
small modification of the system board by removing the resistor located at the output of the clock 
generator and connecting an external clock source to the jumper used to measure the clock 
signal, as the following figure shows.  
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Figure 7: Temporary fix on the board to allow a clean external clock source. 

In order to have an operational system, however, this would require a re-design of the system 
board. Another possibility, which does not require an external clock signal source, is to lift the V+ 
pin of the clock source IC and connect it to the clean supply with a wire. 

2.2 Error in the 3DCAM sensor board layout 

The remaining errors affect the two connectors between the two PCBs. These connectors can 
be seen in Figure 1(b). An 80-pin connector is used to send digital signals between the system 
board and the IC. A 40 bit connector is used for the analog signals and the supply voltages. 
 
It was found when trying to plug the sensor board to the system board that there was an error of 
1 mm in each direction in the position of the connectors in the sensor board with respect to the 
connectors in the system board. Because the board had all the components already soldered, 
including the sensor chips, it was not an easy task to fix this problem. It was decided to move the 
40-pin analog connector instead of the digital connector, as it was small and had less critical 
signals. On one of the two sides of the connector there are only two signals which are critical, 
while the rest of the pins included either unused signals or redundant ground and supply 
connections. This meant that that row of pins did not need to be fully connected to the PCB, 
giving more flexibility. 
 
Figure 8 shows a photograph of the final fix. On the upper side of the figure one can see the side 
of the connector which needed to have all the pins connected. Small wires were needed to 
connect the connector to the PCB. On the lower side the pins were left floating and only the two 
critical signals are connected. To do this they are connected via small wires to the vias on the 
other side of the PCB (not shown in the figure). 
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Figure 8: Temporary fixes on the ADOSE 3DCAM sensor board 

This fix is time-consuming because of the small size of the connector and the possibility of 
shorts if the connections are not done correctly. A better solution would be to redesign and 
manufacture the sensor PCB. This would take one week, plus one to two more weeks to 
assemble the components and the sensor. In fact, this is needed in any case as the next section 
explains. 

2.3 Error in the connector on the system board 

The system and the sensor board were designed with more than one year between them. And 
they were also designed by different teams in different software platforms. Because the two 
designs were not checked 100% against each other, this had a consequence of a major mistake 
in the system board not being discovered before the sensor board was connected to the system 
board to start the chip characterization. 
 
When performing the tests on the first chip, we noticed that when the two boards were 
connected there was a short in the power supply. When the boards were separated no ohmic 
short could be measured when no supply voltage was applied, hence the thought was that the 
modification explained in section 2.2, combined with the pressure needed to have a correct 
mechanical connection between the two connectors in the boards, was shorting a ground with a 
supply connection. This could easily happen as ground and supply were placed in the connector 
in alternating pins.  
 
This seemed to be confirmed after noticing that when the supply voltage was applied directly to 
the sensor board (disconnected from the system board) there was still a short on the supply. 
However, this was not completely clear as it could have also been the result of damage in one of 
the chips on the board if there were problems in the connector. 
 
It was only after no confirmation of a problem in the connector was found, that a problem was 
discovered in the connections between the two boards. The problem is that the nets connected 
to the connectors on the system board are mirrored with respect to the actual positions of the 
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pins in the connector, according to the schematics of the board. Figure 9 shows the drawing 
from [7] for the female connector.  

 

Figure 9: Drawing of the female connector [8] 

This drawing was used as the reference to generate the PCB component of the connector for 
the layout software program used to design the sensor board. The schematic of the system 
board, as well as the position of pin number 1 in the connector on the system board were used 
as the specifications for the placement of the connector on the sensor board. Figure 10 shows 
the drawing of the male connector for the component that is located in the system board. 

 

Figure 10: Drawing of the male connector [8] 

Figure 11 shows a photograph of the connectors on the system board. The triangle indicating 
the pin number 1 is clearly visible in both cases on the lower right corner and matches the 
drawing in Figure 10. 
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(a) 

 

(b) 
Figure 11: (a) the “analog” connector in the system board, (b) the “digital” connector in the 

system board 

Figure 12 shows the part of the schematic from the system board where the connections of the 
“analog” connector are drawn. 
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Figure 12: Extract of the system board schematic showing the “analog” connector. 

Figure 12 shows that the analog output voltages from the camera (VOUT_P and VOUT_N) are 
located in pins 35 and 36 of the connector, which is also the way that they are located in the 
sensor board. However, these two signals are identified on the system board at the bottom side 
of the connector in Figure 11(a) in what actually corresponds to pins 5 and 6. Looking also at the 
differences in the connections in the “digital” connector on the system board between the 
schematic and the fabricated PCB, it became clear that the component had also been placed 
wrongly, with the pins mirrored in the board with respect to the numbers in the schematic. 
 
There are three possible solutions to this problem: 

1. To solder wires which correct the wrong connections between two connectors to be 
placed between the two boards. 

2. To prepare an intermediate board that translates the signals from one board to the other 
in the correct location. 

3. To change the sensor board in a way that the connections match. This means a redesign 
of the sensor board, manufacturing this new design of the sensor board and assembling 
new chips. 

 
The first solution is the simplest, but the risk of shorts between adjacent pins is very high due to 
the small distance between them. In order to be safer we decided to go for the second solution 
and fabricate a small translation board to be put between the system and sensor board. 
 
The board was fabricated and assembled. The current consumption is within the expected range. 
However, the output voltages do not change when reading out the data. We are currently 
investigating if it’s a problem in the pixels, the readout circuitry at the edge of the array, or if 
there is an error in the control of the chip. These investigations will continue until we reach a 
conclusion on the cause of the problem. 
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3. RECOMMENDATIONS FOR FUTURE WORK 

In the original description of work [9], the following was proposed: 
1. A stacked three chip package concept: one chip for the detector, one for analog readout 

and one for digital processing. 
2. A “switched” photodetector 
3. A 50 µm pitch pixel 

 
After the first concept investigations, it was clear that item (1) was above was not needed, as the 
amount of signal processing needed on the pixel information to obtain the distance of the object 
is very small [1]. The major design issue was the pixel size needed to obtain the needed 
sensitivity to fulfil the specifications for frame rate and maximum distance. It was also clear from 
the calculations in [1] that a pixel pitch of 50 µm was not enough to obtain the required sensitivity. 
Finally, the use of a switched photodetector was not possible because: 

1. Such a device had not been developed at imec yet. The resources needed to develop 
such a new type of device were beyond the specified in the DoW [9]. 

2. Using such a device from another foundry required the use of non-standard CMOS 
process, which would also require an increase in the costs beyond the specified in the 
DoW [9]. 

 
It was thus decided to use a standard photodiode and perform the necessary processing in the 
analog electronics of the pixel. Because a large pixel size was needed in any case to have 
enough sensitivity, this solution only meant an increase in the design complexity and had no 
impact on the specifications of the camera. With hindsight, this was not the correct choice, as it 
led to more work than originally planned, and therefore to delays in the project execution. 
 
In the following, we list some recommendations for future work in the area corresponding for this 
work package. 
 
At the beginning of the project, there was already a reasonable body of literature in ranging 
cameras (e.g. [10-16]), as well as a number of companies developing such cameras for different 
applications. And there was also the USERCAM project preceding ADOSE [16-18], which was 
taken as the starting point for the specifications. 
 
As it was explained in [1], there are two fundamentally different methods of Time-of-Flight 
imaging when it comes to the type of illumination used: pulsed or continuous wave. But the 
underlying principle and, to a certain extent, the circuitry and processing needed is very similar 
in all the different methods. In all cases, one needs to perform a correlation between the 
transmitted light pulses and the received light pulses. Additionally, the background illumination in 
the scent has to be suppressed so that only the light that was sent is used at the receiving end 
to calculate the distance. For long distances and/or high frame rates, the measurements have to 
be averaged to lower the signal-to-noise ration and improve the distance resolution. 
 
At the time of starting the project, all known implementations used non-standard CMOS 
technologies given the requirements of the sensor element. The only exceptions were the cases 
where standard photodiodes were used, instead of “switching” photodiodes [19]. 
 
One of the major applications for Time-of-Flight cameras is gesture recognition. In this 
application, relatively short distances (<10 meters) and small pixel sizes are the major 
requirements. But low cost is also important, and thus non-standard technologies are not the 
solution. It is only in the last year that the first devices fabricated on standard CMOS 
technologies are appearing targeting these applications [20,21]. Automotive applications require 
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longer distances than what current gesture recognition devices target (above 20 meters) 
implying much higher sensitivity requirements, leading to large pixel sizes. 
 
Another approach that has been pursued for a long time is the use of SPAD sensors (Single 
Photon Avalanche Diode) (e.g. [22]). However, it is only recently that these devices have been 
successfully integrated with standard CMOS processes [22-24]. SPAD based ToF sensors have 
a big potential for a better sensitivity to pixel size ratio, as well as the advantage of having a 
“fully digital” signal chain. This means that the output of each pixel is already a digital value, 
allowing faster readout times and easier data processing. 
 
It has been mentioned earlier the fundamental difference in terms of illumination between pulsed 
laser and continuous wave. It is obvious that the continuous wave solution makes the 
illumination system (light source) simpler and cheaper. The only problem of continuous wave 
systems as opposed to pulsed laser is the ambiguity problem. Because a periodic signal is used, 
if the distance of an object is beyond what can be measured with the period of the signal chosen, 
“aliasing” can occur. Some solutions have been proposed [25, 26], but this is a field where more 
research can be done. In any case, this research applies to the modulation of the light used for 
the measurement, as well as to the post-processing of the detector data. It does not affect the 
type of detector used and its sensitivity requirements 
 
Summarizing, in our view the following three points are needed in order to develop a ranging 
camera for automotive applications: 

1. Use of continuous-wave illumination 
2. Have a comparison of standard switched imagers (e.g. [20, 21]) versus SPAD-based 

imagers (e.g. [13-24]), in all cases using standard CMOS processes. This comparison 
has to be done using the automotive specifications (maximum distance, sensitivity and 
frame rate) and must result in the detector specifications. A first comparison could be 
done extrapolating measurements of currently existing chips, as long as the same 
measurements are performed on the two sets of chips. It is expected that the deciding 
specification will be the required pixel size for each technology in order to fulfil the 
distance, frame rate and sensitivity specifications. 

3. Investigate algorithms to avoid or completely solve the ambiguity problem in continuous 
wave illumination systems. 
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